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OVERVIEW TC "OVERVIEW" \l 1 
The bull-dump_beta .rpm contains the scripts to install and setup a configurable dump environment for Bull platforms.

The Bull dump capability is built around the Kexec/Kdump capability.

The **Kexec/Kdump implementation is **WRAPPED by bull-dump**. That is, instead of editing 'etc/kdump.conf' and restarting the Kdump SERVICE, you edit '/kdump.bull/scripts/bull-kdump_conf' and run '/kdump.bull/scripts/setup' .

The configurable options are:

· Store dumps and diagnostic data locally

· Store dumps and diagnostics data remotely

· Store dumps locally and diagnostics remotely

· Store ONLY a dump summary using the ‘crash’ utility and diagnostics

· Include a summary from the 'crash' utility in the diagnostics

· Customize extra files to be included in the diagnostics set via a user-editable script.

· Instruct the dump process to drop into a shell either prior to or after dump processing for use by an analyst.

· Clean old dumps from the local platform according to user preferences.

Operationally, this dump process will engage the Kdump service at platform system init. Note, if remote storage has been configured but the remote server is not available, the procedure will revert the service to utilize a local storage mode. t will save the actual runtime Kdump options for potential analysis. In either case, a 'crash kernel' will remain on standby to be loaded in case of a system failure. Also at this time, old dumps may be cleaned off the booting platform.  Finally, it should be noted that, if the user has configured a system wherein diagnostics are to be sent remotely, but dumps stored locally, it may be here that the transmission of diagnostics from a previous crash actually takes place, if the remote system could not be mounted in post-dump processing.

Upon a crash, this 'crash kernel' will initially invoke a script to collect certain diagnostic information.  It will also call a user script wherein a user can add extra files to the diagnostic suite. This collection of files will be tarred and gzipped by this script and saved locally. If configured to do so, this script will invoke the 'crash' utility to generate a summary of the crash from the /proc/vmcore file and immediately reboot, bypassing the potentially long dump process. Alternatively, before exiting to continue the dump process,, the script will drop into a shell for the user if so configured, then proceed with the actual dump when the user exits the shell. Note, that a user could potentially perform his own 'crash' investigation on the /proc/vmcore file at this point and terminate the dump procedure immediately after instead of proceeding to the next step.

Kdump will generate a compressed dump either remotely or locally if allowed to execute past the pre-script above.

After the dump,  the 'crash kernel' will invoke a script for further processing to complement the dump above. If 'crash' diagnostic processing is configured, a crash summary will be produced, including cpu backtraces, and sent to the target diagnostics path. The diagnostics tar/gzip file produced by the  pre-dump script will be sent to the target diagnostics  path. A log of pre-script and post-script operations will be sent on the target diagnostics path for potential dump processing analysis. Finally, if requested, this script will also drop into a shell for potential user analysis. Note that this shell will also be dropped into if the dump procedure in the previous step had problems dumping. Here an analyst can potentially perform further investigations on the local filesystem mount.

Upon a system reboot, either manually or automatic, this process starts from the top.


QUICKSTART TC "QUICKSTART" \l 1 
1) 
Perform  a ' rpm -i bull-dump_beta-2.6-1.x86_64.rpm '

2) Setup your entries in ' /kdump.bull/scripts/bull-kdump.conf '

                   You can just accept default settings, but will not have 


'crash' analysis capability, or the opportunity to store 


remotely until you actively set custom values.

. set NODE_LOCAL_MOUNT to the filesystem partition containing the 'kdump.bull' directory see your fstab). Note this will be taken from your fstab if you do not specify.

. set NFS_DUMP_ADDRESS to a remote ip that has an NFS configured with an '/etc/exports' entry of  '/kdump.bull *(rw)'



. set USE_NFS to 'y' if you want to use the above remote as a 

target.

. set KEEP_DUMPS_LOCAL to 'y' if you want only diagnostics to go to that remote target, else dumps will go as well.

3)
Run ' /kdump.bull/scripts/setup ' 



. Answer 'y' to kdump restart to check for errors (recommended)



OR



. Answer 'n' to kdump restart to defer to system restart

DETAILED INSTALLATION/CONFIGURATION TC " DETAILED INSTALLATION/CONFIGURATION " \l 1 
The bull-dump_beta .rpm contains the scripts to install and setup a configurable dump environment for Bull platforms.

The Bull dump capability is built around the Kexec/Kdump capability which itself is dependent upon the 'Busybox' and 'kexec' tools.

Therefore, the rpm contains both 'kexec-tools.x86_64 2.0.0-5.fc10' and 'kexec-tools.x86_64 2.0.0-12.fc11' versions and will allow you to install one at setup.

It also installs the tools' Busybox dependency. The current embedded version  is Busybox-1.13.2-2.fc11. 

To enable dump analysis via the 'crash' utility, the rpm also contains the latest version and will allow you to perform an installation (this is a full build) at 'setup'. 

If you do set it up via the 'setup' script, crash will also be enabled from within the post-crash crashkernel. This allows the kdump pre-crash and post-crash scripts to collect some basic dump information (such as cpu backtraces) for forwarding and also an analyst to interactively analyze the system from the crashkernel shell. NOTE .. that  'crash' requires a kernel DEBUGINFO file (aka vmlinux) . You must supply a path to this file in the bull-kdump.conf  file ( VMLINUX_PATH=) for successful 'crash' utilization. 

After installation, you can refer to '/usr/share/doc/kexec-tools-2.0.0/kexec-kdump-howto.txt' for legacy Kdump configuration information and general Kdump background. Again you wont however be directly configuring Kdump as it states, but instead use '/kdump.bull/scripts/bull-kdump.conf' (described below) . That is, instead of editing 'etc/kdump.conf' and restarting the Kdump SERVICE, you edit '/kdump.bull/scripts/bull-kdump_conf' and run '/kdump.bull/scripts/setup' .

------------------------------------------------------------------------------------------------------------------

If you reading this from '/usr/share/doc/bull-dump/README.txt then you have already installed 'bull-dump'.

To install:

1) perform a ' rpm -i bull-dump_beta-2.6-1.x86_64.rpm '

2) setup your entries in ' /kdump.bull/scripts/bull-kdump.conf '


To enable ‘crash’utility summaries in all cases TC "To enable ‘crash’utility summaries in all cases" \f C \l "6" 
set CRASH_BINARY_PATH  to point the directory where the ‘crash’ bin 
resides. This defaults to ‘/usr/share/crash-4.0-8.9’ if you let ‘setup’ 
install
‘crash’ for you, else submit your own. This must be set correctly 
to support crash summaries.

set VMLINUX_PATH to point to the location and filename of the unstripped 
linux kernel representing the operational kernel.  ‘Setup’ will try 
and install this for you by looking for a  debuginfo-kernel installation
and applying its location if it already exists on your installation, else it 
will ask you if you want it downloaded and installed.  Depending on 
bandwidth to the download 
site, this could take a substantial amount 
of time.
However it gets installed, the scripts will input the ‘kdump.bull/scripts/crashx’ script to ‘crash’ . You can add ‘crash’ directives

to this script.

.
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To enable local storage TC "To enable local storage" \f C \l "6" 

Ensure NODE_LOCAL_MOUNT  is set to the filesystem partition containing 
the 'kdump.bull' directory (see your fstab). Note this will be taken from your 
fstab during setup if you do not specify.



set USE_NFS to 'n'  .
[image: image2]

To enable NFS storage

Note:  As of this date, the kdump crashkernel may experience a problem mounting remote platforms on fedora 11, in which case the dump process will drop into a shell and wait for analysis.  If this is the case, use one of the other modes, such as saving the dump locally and just sending diagnostics remotely. . This mode is probably the least attractive mode anyway. TC "To enable NFS storage" \f C \l "6" 
set NFS_DUMP_ADDRESS to a remote ip that has an NFS configured with 
'/etc/exports' entry of  '/kdump.bull *(rw)' and directories '/kdump.bull/var/crash' with full permissions .. (NOTE .. running 'setup' on the server platform would do this for you).  


set USE_NFS to 'y'  to use the above remote

[image: image3]


To force dumps to store locally but allow diagnostics via NFS TC "To force dumps to store locally but allow diagnostics via NFS" \f C \l "6" 
set KEEP_DUMPS_LOCAL to 'y' if you want only diagnostics to go to that 
remote target and keep dumps local.

[image: image4]
To enable dump summaries only and not a full dump TC "To enable dump summaries only and not a full dump" \f C \l "6" 
set PERFORM_DUMP_SUMMARY_ONLY="y" to skip the actual memory 
dump but just have the ‘crash’ utility process some ‘crash’ directives


and store a summary

set CRASH_BINARY_PATH  to point the directory where the ‘crash’ bin 
resides. This defaults to ‘/usr/share/ crash-4.0-8.9’ if you let ‘setup’ 
install 
‘crash’ for you, else submit your own. This must be set correctly 
to support crash summaries.

set VMLINUX_PATH to point to the location and filename of the unstripped 
linux kernel representing the operational kernel. This must be set 
to support crash summaries. Setup will attempt the installation of this

if requested.
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--special options— TC "--special options—" \f C \l "6" 
set ENTER_SHELL_PRE_DUMP="y" to drop into a shell prior to entering 
the actual dump of core. You can exit 0 to continue with the dump, 



else exit 1 to reboot.

set ENTER_SHELL_POST_DUMP="y " to drop into a shell after the actual 
dump of core. Exit to reboot.

3)run ' /kdump.bull/scripts/setup ' 


. If kexec/kdump is not yet installed, you will be asked if you want to install 


it.

. If the 'crash' utility is not installed in the directory specified in 'bull-
kdump.conf' you will be asked if you want to install it. 
Note..installation will take several minutes.

. If debuginfo-kernel id not installed, you will be asked if you want it installed 
now.  This WILL take a substantial amount of time.


. Answer 'y' to kdump restart to check for errors (recommended)



OR


. Answer 'n' to kdump restart to defer to system restart

During this last phase, as just stated, you will be asked if you want to immediately test your setup by starting the kdump service.

If you answer yes and get a significant delay and a 'failed' message it may be because you are attempting to use an 'NFS' dump path that has either not been set up properly on the NFS Server (permissions and exports) or it is offline at the time of this test. That may be acceptable at this time to you. However,  note that at node startup the kdump service is started and this failure will not be tolerated at that time. Instead your dump environment  will be temporarily re-configured to dump to a local filesystem, as configured by your 'NODE_LOCAL_MOUNT' setting over the course of this runtime. Therefore it is a good practice to check the node's '/kdump.bull/startup.log' from time to time to see how you are actually running.

You should always see 'Kdump is operational' at the end of this log.  

[TODO .. put notifications on a serial console]

To uninstall or reinstall, first perform ' rpm -e bull-dump_beta-2.6-1 ' .

CONFIGURING  DUMP CLEANUP TC "configuring dump cleanup" \l 6 :

Also you can set the number of old dumps to retain to a number using KDUMP_KEEP_OLD_DUMPS="count" . If unsure of using this on your system,

you can just set PERFORM_VMCORE_CLEANUP="n" to just make a note of potential deletes but leave them on the system. (Operationally, this occurs in the 'bull-dump_rc.local' script called by '/etc/rc.local' at system init) . Check '/kdump.bull/startup.log' for what,  if anything, was deleted or represents an aging dump  directory.  

The runtime options can be summarized via the following flowchart.

[image: image6.emf]



Runtime options flowchart TC "Runtime options flowchart" \l 5 
Post-installation/configuration file structure TC "Post-installation/configuration file structure" \l 5 
After you have installed the rpm and it, or a sub-node, has been utilized in a dump process you may have some or all of the following directories and files on your system.




/kdump.bull -  this is the central dump management directory . in addition to configuration templates and scripts it will also contain the zipped diagnostics logs and dumps sent from an NFS-configured crashed platform OR crashes on the local platform (the NFS server itself, for example). It also contains 'zipdir', the directory that can be user-populated with files that would be transmitted along the dump path for the CRASHING platform. 

-- startup.log - output log of bull-dump_rc.local execution to record kdump startup disposition.

-- dump-pre_script.log  -  output of pre-dump script, ‘kdump-bull_pre.msh’. if dump fails, look here on the CRASHED PLATFORM for problems. it will be included in the dump-post_script.log  for successful transmissions.

--startup.kdump.conf -  this is a copy of the configuration the current operational kdump service is running under. It is saved, because the original may have been manipulated to ensure the service is running and the current '/etc/kdump.conf' may not actually reflect your run-time options.  

   /scripts  - this directory houses the operational scripts .

-- bull-dump_clean_dumps - user configured cleanup script of old dump 
directories at startup.

-- setup - user executed to configure dump processing from /kdump.bull/scripts/bull-kdump.conf.

-- bull-dump_rc.local - script called by /etc/rc.local during system init, the call 
is configured by setup. Verifies dump path, starts kdump service, and 
will call bull-dump_clean_dumps to cleanup old dumps as configured 
in  ' /kdump.bull/scripts/bull-kdump.conf '. Also places some system 
information in ' /kdump.bull/zipdir’  and as such will be tarballed into 
the diagnostics package during the dump process.


-- bull-kdump.conf - user edited configuration file.


-- kdump-bull_post.msh - post-dump script , called after dump attempt


-- kdump-bull_pre.msh - pre-dump script , called after crash, before dump  


attempt (NOTE .. this script will also (optionally) call a user script 


'kdump_local_pre.msh', editable by administrators, to collect 



additional diagnostics by placing files into '/kdump.bull/zipdir' . 


-- kdump-shared_functions - incidental script utilized by bull-




dump_clean_dumps.


-- kdump.conf - incidental script template input to kdump, built by setup 



and copied to /etc/kdump.conf for the kdump service input.


--crashx - input to 'crash' utility for post-script processing to collect dump 


summary information. 


--sysinfo.sh - system information collector - used by bull-dump_rc.local and 


pre-script processing to generate system data from the production 


system and from the crashkernel system.
    /var -  <<NOTE, !!this directory comprises the main source of diagnostics as 


received at the target repository!! >>


/crash 




SAMPLES



------------CASE 1 ,local system: either NFS is not configured or the 


NFS Server not available at startup----------------



/127.0.0.1-2009-04-27-14:02:42 - per crash dump repository %HOST-



%DATE format (Note.. here i.p. indicates a local crash)




-- diags.tar.gz -archive of zipdir on local platform 

--summary.txt -  dump summary as defined by input 


commands in ‘/kdump.bull/scripts/crashx’ 




-- vmcore -  compressed dump of local platform




/log




  -- dump-post.log - log of pre and post-dump processing from 




local platform



-----------CASE 2 ,remote system: NFS configured and NFS Server 


available at crash and 'KEEP_DUMP_LOCAL='n'----------------



/192.168.0.101-2009-04-29-16:02:42 - per crash dump repository 


%HOST-%DATE format (here i.p. indicates a remote crash)

--summary.txt -  dump summary as defined by input 


commands in ‘/kdump.bull/scripts/crashx’ 




-- diags.tar.gz -archive of zipdir on remote platform 




-- vmcore -  compressed dump of remote platform




/log




  -- dump-post.log - log of pre and post-dump processing from 



remote platform



-----------CASE 3 , NFS configured but KEEP_DUMP_LOCAL='y'---------



remote system:





/diagnostics/diags-2009-04-27-14:04:42 - per crash dump repository 


%HOST-%DATE format 




-- diags.tar.gz -archive of zipdir on remote platform 

--summary.txt -  dump summary as defined by input 


commands in ‘/kdump.bull/scripts/crashx’ 




/log




  -- dump-post.log - log of pre and post-dump processing from 



remote platform



/local system:



/127.0.0.1-2009-04-27-14:02:42 - per crash dump repository %HOST-


%DATE format (here i.p. indicates a  remote crash)




-- vmcore -  compressed dump of local platform

   

 /zipdir -- NOTE, <<this is the repository directory for any files desired 

to be archived and transmitted on dump path (some illustrative 


examples follow)



    
-- diags.tar.gz - archive of files created by pre-dump script, 



pre.msh, and user-script on crash platform for transmission


   

 to dump target. An analyst would perform 'tar -xf 




diags.tar.gz'  to extract the following example files from the


    

test case for this project.



-- mount.txt - canned file created by 'mount xxxxx > 




/bull.kdump/zipdir/101mount.txt' in the pre-dump script



-- 201messages.txt - canned file created by 'tail /var/log/messages -


n200 > /bull.kdump/zipdir/201messages.txt' in the 




pre-dump script



-- KPLdmesg.txt - sample file created by 'dmesg > 




/bull.kdump/zipdir/KPLdmesg.txt' in the pre-dump-called user-script



-- bull-kdump.conf - your configuration file put in /bull.kdump/zipdir/ 


by startup script for reference



-- kdump.conf - kdump operational configuration file put in 



/bull.kdump/zipdir/ by startup script for reference



-----------CASE 4 , PERFORM_DUMP_SUMMARY_ONLY="y" ---------



/local system:



/summary-2009-04-27-14:02:42 - 

--summary.txt -  dump summary as defined by input 


commands in ‘/kdump.bull/scripts/crashx’ 

-- diags.tar.gz -archive of zipdir

other files are located under standard linux directories






/etc - 

    /init.d -  



-- rc.local  -  standard rc.local script, modified by setup to call /kdump/etc/bull-dump_rc.local

/usr - 

     /hpc   


--kdump_local_pre.msh - user editable script. Analysts can add copies or 


pipes here to populate /kdump.bull/zipdir to have them stored on 


diagnostic path (NFS remote or local).


--crash-4.0-8.9.tar.gz  - crash utility, available for installation


--kexec-tools-2.0.0-2.fc10.x86_64.rpm - kexec/kdump available for installation


--kexec-tools-2.0.0-5.fc10.x86_64.rpm - kexec/kdump available for installation


--Busybox 1.3x - Kdump dependency.
     /share


/doc


  /bull-dump_beta-2.6 



--README.txt'  -  quickstart info



--UserGuide.pdf  - this file

/sbin - 


--bull-dump-deconfigure.sh - removes vestiges of bull-dump during an rpm 


uninstall 

        
--echc - a script to crash your system (primarily for feature testing).

DUMP MECHANISM OUTPUTS TC "DUMP MECHANISM OUTPUTS" \l 1 
Core Dumps TC "Core Dumps" \l 5 
The dumps are labeled 'vmcore' . 

They can be dumped to local storage via '/kdump.bull/scripts/bull-kdump.conf'  settings USE_NFS="n", OR USE_NFS="n" with KEEP_DUMPS_LOCAL="y" or, to store remotely, USE_NFS="y" with KEEP_DUMPS_LOCAL="n".

They are stored under '/kdump.bull/var/crash/%HOST-%DATE%TIME' directories.

Dump Summary TC "Dump Summary" \l 5 
-The dumps are summarized by the dump post script utilizing the 'crash' utility (if                
configured) . 

-The summary is labeled 'summary.txt'.

'-crash' must be installed (setup will optionally do that for you) and the   
'CRASH_BINARY_PATH=' and 'VMLINUX_PATH=' variables may be srt for 
you if requested.
-The summary will be sent to a remote if USE_NFS="y", regardless of where the 
dumps above  are stored and if the NFS path is valid at startup.

-They will be stored locally if USE_NFS="n".

-They will be placed either under a '/kdump.bull/var/crash/diagnostics/HOSTNAME-
%DATE%TIME' with other diagnostics OR  '/kdump.bull/var/crash/%HOST-
%DATE%TIME' directory with the vmcore core dump on the NFS system if USE_NFS="y" else stored locally in either of those directories, depending on the 
'KEEP_DUMPS_LOCAL=' option.

-You can also get this summary without the actual core dump by specifying 
PERFORM_DUMP_SUMMARY_ONLY="y" in ‘bull-kdump.conf’ .

Dump Diagnostics TC "Dump Diagnostics" \l 5 
In addition to the Dump Summary above, other diagnostics are collected. 

The diags.tar.gz file contains the file content of the 'kdump.bull/zipdir' directory just prior to the dump attempt. Any file may be placed there. For example, the bull-dump_rc.local script generates post-startup system information into it and the pre-dump script places crash-kernel system information there. Also the user-editable script, /usr/hpc/kdump-local_pre.msh , may be altered to place additional files there by the user.  ‘diags.tar.gz’ will be placed either under a '/kdump.bull/var/crash/diagnostics/diags-%DATE%TIME' or '/kdump.bull/var/crash/%HOST-%DATE%TIME' directory with the vmcore core dump on the NFS system if USE_NFS="y" else stored locally.

Dump Mechanism Diagnostics TC "Dump Mechanism Diagnostics" \l 5 
To monitor operation of the dump mechanism itself there are several logs.

A file, '/log/dump-post_script.log' , is stored under the '/kdump.bull/var/crash/%HOST-%DATE%TIME' directory along with the vmcore to trace the operations of the scripts themselves, if USE_NFS="y" with KEEP_DUMPS_LOCAL="n" set.

These are stored along with the other diagnostics. 

Also, the 'kdump.bull' directory contains the ‘startup.log’ file . This records the results of system init's initiation of the dump mechanism and the results of dump cleanup. Note in particular this is useful to determine if, and in what mode, remote or locally, that the mechanism was initiated. 

Finally there is the 'kdump.bull/startup.kdump.conf' file. This verifies the configuration options input to the kdump service at its initiation. This may be useful particularly if the configuration was altered because a configured remote NFS was not online at startup, in which case the dump mechanism was forced to perform locally only.

INTERACTIVE ANALYSIS CAPABILITY DURING CRASH PROCESS TC "INTERACTIVE ANALYSIS CAPABILITY DURING CRASH PROCESS" \l 1 
It is recognized that unforseen errors can occur during the crash-dump procedures  outlined above or an analyst simply may want to intervene in the pre or post dump processing. 

To enable this, there are two additional options in the ‘ kdump.bull/scripts/bull-kdump.conf’ file . 

ENTER_SHELL_PRE_DUMP TC "ENTER_SHELL_PRE_DUMP" \l 5 =  set this to "y" to enter a shell prior to dump 


attempt . From this shell you can 'cd /tmp' to the mounted fs 


designated in 'NODE_LOCAL_MOUNT=' .


From there you can do such things as 'crash /proc/vmcore]  

[VMLINUX_PATH] to directly analyze the dump , OR, you can 


just root around in the crashkernel or local mount 


filesystems in other ways..

ENTER_SHELL_POST_DUMP TC "ENTER_SHELL_POST_DUMP" \l 5 =  set this to "y" to enter a shell after dump attempt .



From this shell you can 'cd /tmp' to the fs designated in 
‘NODE_LOCAL_MOUNT=' . You can root around in the crashkernel or local 
mounted filesystems ..


DUMP AND DEBUG FACILITY SUPPORT
Feature requests and bug notifications should be submitted on Bullforge to the KernelBull project.

It would be generally useful to accompany bug reports with the ‘/kdump.bull/startup.log’, the ‘‘/kdump.bull dump-pre_script.log’,  and the ‘dump-post_script.log’ ,  and ‘ck-sysinfo’ files from the diagnostic directories, if they might be considered germaine to the problem. 
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../var/crash/host-date/ diagnostics/summary.txt
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..


..
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scripts





..’crash’ binary


..vmlinux, debuginfo





..’crash’ binary


..vmlinux, debuginfo





..’crash’ binary


..vmlinux, debuginfo





..’crash’ binary


..vmlinux, debuginfo





Pre_script








